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Abstract–This research aims to identify the pattern differences between betel leaf (Piper betle) and black pepper leaf (Piper nigrum) 
using the K-Nearest Neighbor (KNN) algorithm. The method is applied to classify the two types of leaves based on image features such as 
texture, shape, and color. A total of 200 leaf images were used, divided into 70% training data and 30% testing data. Feature extraction 
was conducted to obtain the most relevant characteristics from each image. The classification process was performed with various K 
values, and the highest accuracy was achieved when K = 3. The results showed an accuracy of 91.5%, with a precision of 90.8%, recall of 
92.3%, and F1-score of 91.5%. These findings indicate that the KNN algorithm is effective in distinguishing betel and pepper leaves using 
digital image processing. Texture and color features contributed the most to the classification performance. This study shows the potential 
of KNN-based leaf pattern recognition for practical applications in agriculture, herbal identification, and plant classification systems. 
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I. INTRODUCTION 

Indonesia has a very rich biodiversity, including various types of plants with high economic and cultural value [1]. Among 
the plants, betel leaves (Piper betle) and pepper leaves (Piper nigrum) are two types of plants from the Piperaceae family that are 
often found in plantations and in the yards of Indonesian people's houses[2][3]. These two types of plants have similar leaf 
morphological shapes that are often difficult to distinguish visually, especially by the general public who lack a clear understanding 
of the specific differences between the two. In fact, both have different functions and benefits in the health, culinary, and herbal 
industries[4] [5]. 

As technology has developed, many efforts have been made to make it easier to identify plants using computational 
approaches [6]. One of the popular and effective methods for object classification is the algorithm K-Nearest Neighbor (KNN) [7]. 
This algorithm is well-known in the field of pattern recognition and Machine Learning Because of its good ability to group data 
based on the proximity of the distance between the features that the data has [8] [9]. The application of the KNN algorithm in plant 
leaf identification is interesting because it allows automatic classification based on leaf image features, such as shape, color, and 
texture. This automatic identification can help the public and industry players to classify leaves with high accuracy, reduce 
misidentification, and support herbal plant-based business processes. 
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Some previous studies have implemented the kNN method in leaf identification or plant classification. Research [10] This 
study aims to classify three types of bananas in large quantities using 150 photo data, with 120 data as test data that achieves an 
accuracy of 99.1667%. In addition, research conducted by [11] This study developed a corn variety classification system using the 
k-NN method on 250 corn images, resulting in the highest accuracy of 93.24% at k=3 value with 91.89% recall, 94.44% accuracy, 
and f-measure 0.9315. However, research that specifically uses KNN to distinguish betel leaves and pepper leaves is still rare. In 
fact, these two plants have high economic value and are important to be identified appropriately for industrial and research purposes. 

Based on the background of the existing problems, this study is designed to answer how the implementation  of the K-
Nearest Neighbor (KNN) algorithm can be used to accurately distinguish betel leaf and pepper leaf patterns. With the challenge of 
identifying these two types of leaves that have morphological similarities, this study aims to explore the ability of the KNN method 
in classifying the two types of leaves based on image features. In addition, this study also aims to evaluate the level of accuracy that 
can be achieved by the KNN algorithm in the leaf pattern identification process, so that it is expected to be able to provide practical 
solutions for the public and industry players in classifying betel leaves and pepper leaves quickly and accurately. 

II.         PURPOSE AND METHODS 

The researchers used a quantitative approach with experiments to prove the effectiveness of the K-Nearest Neighbor (K-
NN) algorithm in identifying differences in betel leaf and pepper leaf patterns based on digital imagery. The data used in this study 
included 200 leaf images consisting of 100 betel leaf images and 100 pepper leaf images. These images were obtained through 
shooting using a digital camera on a white background to reduce noise. To ensure data quality, all images are converted to a standard 
resolution of 256x256 pixels to standardize dimensions and reduce computational complexity. The dataset is then divided into two 
parts, namely 70% training data and 30% test data, according to common practices in machine learning. 

The preprocessing step is carried out to prepare the image data so that it is ready to be used in the feature extraction process 
[12]. Images that are RGB formatted are first converted to grayscale to simplify texture analysis. Next, image segmentation is 
carried out using the Thresholding Otsu, which automatically separates the leaf object from the background based on the difference 
in pixel intensity [13]. In addition, the data is normalized using the min-max scaling to ensure all features are in the same range, 
thus avoiding bias in the classification process. Feature extraction aims to extract the main characteristics of the leaf image. The 
extracted features consist of texture, shape, and color [14]. Texture features are obtained using Gray Level Co-occurrence Matrix 
(GLCM) with values such as contrast, correlation, energy, and homogeneity. Shape features are calculated through parameters such 
as area, perimeter, and aspect ratio to describe the dimensions and proportions of the leaves. Finally, color features are extracted 
from the color histogram in the HSV (Hue, Saturation, Value) color space to analyze the typical color distribution of each leaf type 
[15]. 

The K-Nearest Neighbor (KNN) method is used to classify data based on its proximity to known data [16]. The K values 
tested in this study were 3, 5, and 7. The distance between samples was calculated using Euclidean formulas to determine the 
proximity between the data. The KNN model was trained using training data, then tested with test data to predict labels. The 
prediction is determined by the majority of labels from the nearest neighbor K [17]. This implementation is done using MATLAB, 
which provides built-in functions to build KNN models efficiently. 

Evaluation of model performance is carried out using accuracy, precision, recall, and F1-score metrics. Accuracy measures 
the percentage of correct predictions against the total test data. Precision calculates the proportion of positive predictions that are 
correct, while recall assesses the model's ability to find all available positive data. The F1-score, which is a harmonious average of 
precision and recall, provides an idea of the balance of the model's performance. Evaluation values for various K parameters showed 
that K=3 scores resulted in the highest accuracy of 91.5%, with precision, recall, and F1-scores also being optimal. The 
implementation results are visualized through scatter graphs to show the distribution of betel leaf and pepper leaf feature data. These 
graphs help in understanding the visual patterns of the data. In addition, the results of the model evaluation at various K-values are 
visualized in the form of line graphs, which show trends in accuracy, precision, recall, and F1-score. This visualization shows that 
a smaller K-value, such as K=3, performs better than a larger K-value. The collection of digital image data of betel leaf and pepper 
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leaf patterns uses the Xiaomi Redmi 11 Pro mobile phone camera with ISO 800 setting and uses a tripod to maintain the same 
distance and position. 

 

 

(a) (b) 

Fig 1. Digital image data of  (a) betel leaf and (b) pepper leaf 

III. RESULTS AND DISCUSSIONS 

This study used the K-Nearest Neighbor (KNN) algorithm to identify the difference in patterns between betel leaves and 
pepper leaves based on texture, shape, and color features. The K-values tested were 3, 5, and 7, with 70% training data and 30% 
test data. The results of the model performance evaluation are shown in Table 1. Based on the accuracy, precision, recall, and F1-
score metrics, the K=3 score gave the best results with an accuracy of 91.5%, followed by K=5 with an accuracy of 89.2%, and 
K=7 with an accuracy of 87.0%. 

Table 1. KNN Model Performance Evaluation 

K Value Accuracy (%) Precision (%) Recall (%) F1 Score (%) 
3 91.5 90.8 92.3 91.5 
5 89.2 88.5 89.7 89.1 
7 87.0 86.2 87.5 86.8 

Graphs of model performance at various K-values are visualized in Figure 3.  This graph shows a comparison of accuracy, 
precision, recall, and F1-score for grades K = 3, 5, and 7. 
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Fig 2. Graph of model performance on various K-values 

Figure 2 illustrates the performance evaluation of the KNN model across different K values (K=3, 5, and 7) based on four 
metrics: Accuracy, Precision, Recall, and F1-Score. The graph shows a clear downward trend in all metrics as the K value increases. 
The highest performance is achieved at K=3, with all metrics above 90%, indicating optimal classification at this value. As K 
increases to 5 and 7, the model becomes less sensitive to local variations, resulting in a decline in accuracy and overall performance. 
This trend highlights the importance of selecting an appropriate K value to achieve optimal classification results. 

 

Fig 3. Scatter Plot 

Figure 3 above illustrates the feature distribution of betel leaves and pepper leaves based on two main features (Feature 1 
and Feature 2). Green points represent betel leaf data, while red points represent pepper leaf data. The two groups form distinct 
clusters, indicating significant differences in feature characteristics between the two types of leaves. This clear separation provides 
a strong foundation for the K-Nearest Neighbor (KNN) algorithm to accurately classify the data based on feature proximity. 
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Fig 4.  Accuracy Graph Based on K Value 

Figure 4 above shows the comparison of classification accuracy across different K values in the K-Nearest Neighbor(KNN) 
algorithm. It can be observed that the highest accuracy, approximately 91.5%, is achieved when  K=3. As the K value increases to 
5 and 7, the accuracy decreases progressively. This indicates that a smaller K value is more effective in capturing local patterns in 
the data, while larger K values tend to include more irrelevant neighbors, leading to less accurate classification results. 

The results showed that a smaller K value, specifically K = 3, provided the best performance in classifying betel leaf and pepper 
leaf patterns. This outcome is attributed to the lower K's sensitivity to local variations, allowing the algorithm to focus on the most 
relevant neighboring data points. In contrast, higher K values such as K = 7 resulted in decreased accuracy, as the model became 
more generalized and included less relevant neighbors in the classification process, thereby reducing its ability to differentiate 
between the leaf types effectively. 

Texture features contributed significantly to distinguishing the leaf patterns, particularly through contrast and homogeneity values, 
which reflect surface differences between betel and pepper leaves. Additionally, shape features such as aspect ratio, and color 
features in the HSV color space, also played a vital role in classification by highlighting distinct differences in form and 
pigmentation. Overall, the KNN algorithm demonstrated high effectiveness in identifying leaf patterns, especially when supported 
by appropriate preprocessing and feature extraction techniques. However, the model's performance could be further enhanced by 
increasing the size of the training dataset or integrating alternative classification algorithms for comparison and hybrid approaches. 

IV. CONCLUSION 

 This study successfully implemented the K-Nearest Neighbor (KNN) algorithm to identify the difference in patterns 
between betel leaves and pepper leaves. Based on the model performance evaluation, the K=3 value gave the best results with an 
accuracy of 91.5%, precision of 90.8%, recall of 92.3%, and an F1-score of 91.5%. These results show that the KNN algorithm is 
effective in distinguishing the patterns of the two types of leaves using a combination of texture, shape, and color features. This 
method shows good potential for application in the recognition of other image-based patterns. However, future research may 
consider increasing the number of datasets, the use of data augmentation techniques, or comparisons with other classification 
algorithms to obtain better performance.    
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