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Abstract—Daley and Kendle’s pioneering mathematical basis for modelling rumor propagation around 1965 has paved a strong 
platform for researchers to come up with new generalizations for practical scenarios of rumor spreading in social networks. In this 
study, we use a generalization of original DK model, Ignorant-Spreader-Stifler (ISS) model to analyze the cricket related searches in Sri 
Lanka on Google. 
The secondary data used for the study were obtained from Google trends for a five-year period from 2012 to 2017, targeting the three 
t20 matches held during the period. We introduce two algorithms on Maple mathematical software to estimate the parameters of the 
ISS model numerically.  
We observe that the way people search on web about cricket is roughly analogous to spreading a rumour and forecasting is better when 
modelling with most recent data than considering more data back in time and we also find that the predicting accuracy is significantly 
equal of the two models built considering the data in 2012 and 2014. 
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I. INTRODUCTION 

With the emergence of the social networks, rumors disseminate easily now more than ever. It is well known that rumor 
propagation has a significant influence on human lives and it can shape the public opinion of a society or a market. Transmission 
of rumors may have negative sides such as causing panic in some emergency events and could even destroy the credibility of 
someone. 

Long before ‘rumor propagation models’ was a mainstream discussion, mathematicians knew that there was a similarity between 
epidemiology and the spreading of an information [1]. Based on that fact, they tried to configure a model for the dissemination of 
information and in 1965, Daley and kindle were able to put the mathematical basis for it [2]. After the very first classical rumor 
propagation model proposed by Daley and Kendle around 1965, various researches have been conducted on developing a model 
for rumor propagation based on situations in the real community.  

Google trends is a powerful tool to measure the popularity of trending searches and it is important to examine what people are 
interested in and what they are mostly curious about for achieving different business and marketing goals. In this work, we 
attempt to predict the popularity of search term, cricket in Sri Lanka in the vicinity of a T20 world cup match. The ISS model has 
been used to verify whether cricket related searches on Google behave like a rumor in Sri Lanka and two algorithms were 
proposed to estimate model parameters in a numerical manner.   
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II. THEORETICAL BACKGROUND 

The ISS rumor propagation model is a set of ordinary differential equations described as follows. 

ௗூ

ௗ௧
= −𝑘𝛽𝐼𝑆      (1) 

ௗௌ

ௗ௧
= 𝑘𝛽𝐼𝑆 − 𝑘𝑆𝛼(𝑆 + 𝑅)     (2) 

ௗோ

ௗ௧
= 𝑘𝑆𝛼(𝑆 + 𝑅)      (3) 

In this model, the total population is divided into three subgroups: Ignorants(S), Spreaders(S) and Stiflers(R). Ignorants are the 
ones who are not aware of the rumor and spreaders are the people who actively spread the rumor while the stiflers become the 
ones who are not interested in spreading the rumor even though they know it.  An ignorant is turned into a new spreader when 
there is a contact between an ignorant and a spreader and the decaying process of spreading is only caused by the contact of 
spreader-spreader or spreader-stifler [2]. 

This model has three parameters.                                    

𝛼 :- The probability of decaying of the process of spreading (The stifling rate). 

𝛽 :- The probability that an ignorant progresses into a spreader (The spreading rate). 

𝑘 :- The average number of contacts. 

Here α and β are the two key parameters of this model and the solution for the spreaders out of this system of ordinary differential 
equations will depend mainly on these parameters. This model has no analytical solutions; therefore, a numerical approach was 
used to obtain the set of solutions in modeling the real data and Maple mathematical software was used in order to meet this 
objective [2]. 

III. METHODOLOGY 

3.1. Data Collection 

The secondary data used for the analysis, cricket related searches on Google in Sri Lanka were extracted from Google trends for 
256 weeks from 11.03.2012 to 26.02.2017. 

 

Fig .1. The scatter plot diagram for the real data obtained from Google trends under the search term “cricket in Sri Lanka” 

Google trends helps to find the search interest of a particular topic typed on Google browser over a chosen period in a selected 
region. First, it takes the search volume of a topic and then that search term is divided by the total number of searches. Then, this 
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ratio is scaled on a range of 0-100 and that is represented by the y axis of the chart in Fig 1. Along the x axis, the time is 
represented broken by dates. The peak points of the chart always occur near the world cup dates.  

3.2. Numerical Approach Through Algorithms 

The parameters of the model were estimated through minimizing the sum of absolute errors (SAE) at each time point for the 
available data. The following two algorithms were developed in order to obtain the optimum estimates for the model parameters. 

1. Random finder Algorithm (RF) -   

Inputs: the real data set, the number of combinations of parameter values expected to consider, the initial spreader 
population 

Output: the estimates of the model parameters with the sum of absolute errors. 

This algorithm returns the set of values for the parameters which give the least sum of absolute errors by setting the 
values for the parameters ad hocly at each iteration.  

2. Fine tuner algorithm (FT) - 

Inputs: lower and upper bounds to the parameter values obtained from the Random Finder Algorithm, step sizes, real 
data set, initial spreader population 

Output: the optimized estimates for the model parameters with the sum of absolute errors. 

This algorithm is an improved version of the random finder, constructed to tackle the optimized model parameters in a more 
systematic way. Here, at each iteration, an alpha value is fixed and then all the beta values within the specified step size are 
concerned within the given boundaries while the absolute error summation is recorded. The same process is repeated by 
moving to the next consecutive alpha value. Then the set of values for the parameters are returned with the lowest sum of 
absolute errors. Therefore, the accuracy is much higher compared to the previous algorithm. 

Firstly, different weights of data from 2012 and 2014 T20 matches were systematically concerned to train the model and the 
parameters were estimated numerically through the proposed algorithms. Then, the model was tested for all combinations of 
weighted data by forecasting the t20 world cup in 2016.  The results can be seen in the next section. 

IV. RESULTS AND ANALYSIS 

4.1.  Summary results of the two algorithms  

Table 1. The estimated model parameters 

 
 

Predictive accuracy of the model was measured through the mean absolute error (MAE) of the forecasted data for t20 world 
cup in 2016. Table 1 represents the estimated values of the model parameters and the corresponding weights of the trained data 



An Application Of Rumor Propagation In Google Trends  
 

 
 
Vol. 44 No. 2 May 2024               ISSN: 2509-0119 186 

and the MAEs of the tested data. The highest MAE value is recorded as 0.093 when only 2012 train data is considered and the 
lowest MAE is 0.0868 when the complete weight is given to 2014 train data. It’s clear that MAEs are decreasing downwards in 
the table 1, when more weights are given to 2014 train data.  

4.2. Testing Equality of MAEs 

In this section, we test for the equality of predictive accuracy of the two forecasting models based on the 2012 (MAE=0.0933) 
and 2014 (MAE=0.0868) framework. We conduct a hypothesis testing on MAEs in a bootstrap approach as in the following 
way [3]. 

𝐻଴:  𝑀𝐴𝐸ଶ଴ଵଶ − 𝑀𝐴𝐸ଶ଴ଵସ = 0    𝑣𝑠  𝐻ଵ:  𝑀𝐴𝐸ଶ଴ଵଶ − 𝑀𝐴𝐸ଶ଴ଵସ ≠ 0   

For the test, 5000 bootstrapping replicates are used and the mean (t) is taken to be the bootstrapping statistic.  

 

Fig 2. The bootstrap sampling distribution of mean 

the sampling distribution of the mean difference of two forecasts seem to be roughly Normal (Fig 2) and the observed mean value, 
applied to the original data is 0.007824 (Fig 3).  
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Fig 3. The R output of the bootstrap object  

Since 0 is inside the all types of CI (Normal: (-0.0057, 0.0213) / Basic: (-0.0065, 0.0205) /  Percentile: (-0.0049, 0.0221) / BCa: (-
0.0043, 0.0228)), we do not reject the null hypothesis and conclude that there is no significant difference between the predicting 
ability of the two forecasting models.  

V. DISCUSSION 

Random Finder algorithm (RF) was mainly designed for identifying a possible range for the estimates of the model parameters 
through an ad hoc approach while the Fine Tune algorithm (FT) can generate more accurate results within the range established 
by the RF through a systematic approach. The accuracy of the FT can be increased by entering a lower step size but it also 
increases the evaluation time causing Maple to crash. And since these model parameters lie in the real number set (𝑅) which is a 
complete space, finding the actual estimates using this procedure is impossible due to the comparatively low processing speed and 
cache memory of a general use computer.  

The study was limited to 3 world cup data and to use a more general form of rumor propagation modeling (ISS model). 
Customizing the characteristics of the ISS model to accommodate cricket related searches on Google can be done as future work 
to increase the accuracy in prediction.  

VI. CONCLUSION 

There is a similar pattern between the trend that people search for the game of cricket on Google in the vicinity of a cricket world 
cup and the spreading of a rumor with respect to ISS rumor propagation model. Searching results on Google had been sufficiently 
spread as a rumor near a cricket world cup since  𝛽 values had surpassed 𝛼 values. Hence, the number of searches on cricket in Sri 
Lanka near a world cup can be modeled with a low forecasting error by estimating the model parameters of the ISS model through 
a numerical approach. Further, the forecasting was better when modeling with most recent data than considering more data back 
in time but we prove that there is no significant difference statistically between the predicting accuracy of the two models 2012 
and 2014. The ISS model predicts well the cricket related trends for a short time lapse but not good for predicting long term 
trends.  
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