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Abstract— This article discusses two new matrix operators constructed differently from 𝒗𝒆𝒄𝒉 and 𝒗𝒆𝒄𝒑 by taking a square matrix's 
main diagonal and supra-diagonal entries. We call these two operators the 𝒗𝒆𝒄𝒉∗ and 𝒗𝒆𝒄𝒑∗. We explicitly construct a matrix that 
transforms 𝒗𝒆𝒄𝒉∗ 𝑨  to 𝒗𝒆𝒄𝒑∗ 𝑨 , where 𝑨 is an 𝒏 𝒏 matrix for 𝒏 𝟐, 𝟑, . . , 𝟔. We also derive various properties from the matrix.  
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I. Introduction 

The 𝑣𝑒𝑐 operator is a unique operation on a matrix that transforms the matrix into a column vector. There is another operator 
defined by [1], which is called the 𝑣𝑒𝑐ℎ operator. The 𝑣𝑒𝑐ℎ operator is the operator by eliminating the supra-diagonal entries. The 
study of the application 𝑣𝑒𝑐 and 𝑣𝑒𝑐ℎ was carried out by [1], with a focused study on the symmetric matrix in developing 
multivariate statistical results. Furthermore, other applications of 𝑣𝑒𝑐 and 𝑣𝑒𝑐ℎ were carried out by [2], referred to [1], to obtain a 
generalization of some of the matrix results given by [3]. In particular, the variance-covariance matrix of the Wishart distribution 
is obtained in a very compact nonsingular form.  

Another relationship between the 𝑣𝑒𝑐 operator related to the Kronecker product and the 𝑣𝑒𝑐-permutation matrix can be seen in [4, 
5]. In addition, another 𝑣𝑒𝑐 operator is defined which is called 𝑣𝑒𝑐𝑏 by [6, 7] related to the block matrix and the Kronecker 
product. The 𝑣𝑒𝑐 operator is also associated with several particular matrices, such as the permutation matrix, the commutation 
matrix and the duplication matrix.  These matrices are a matrix that transforms 𝑣𝑒𝑐 operator to 𝑣𝑒𝑐ℎ, 𝑣𝑒𝑐𝑝 or 𝑣𝑒𝑐𝑑 operator (see 
[8, 9, 10]). 

The method in this study is a literature study. The first step of this research is to define the 𝑣𝑒𝑐ℎ∗ and 𝑣𝑒𝑐𝑝∗ for arbitrary 𝑛 𝑛  
matrix (see Section III). Next, define the unique matrix associated with 𝑣𝑒𝑐ℎ∗ and 𝑣𝑒𝑐𝑝∗, and find its properties. 

II. Basic theory 

This section presents the definitions, properties, and theorems used in this article. 

Definition 2.1 [8] Let 𝐴 𝑎  be an 𝑚 𝑛 matrix, and 𝐴  is the 𝑗th column of 𝐴.  The 𝑣𝑒𝑐 𝐴  is the 𝑚𝑛 1 vector gives by 

𝑣𝑒𝑐 𝐴

𝐴
𝐴
⋮

𝐴

. 
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Definition 2.2 [1, 11] Let 𝐴 𝑎  be an 𝑛 𝑛 matrix. The 𝑣𝑒𝑐ℎ 𝐴  is the 𝑛 𝑛 1 1 vector that is obtained from 𝑣𝑒𝑐 𝐴  

by eliminating all supra-diagonal elements of A. 

For example, for 𝑛 2, 

𝑣𝑒𝑐 𝐴 𝑎 , 𝑎 , 𝑎 , 𝑎  and 𝑣𝑒𝑐ℎ 𝐴 𝑎 , 𝑎 , 𝑎 . 

 

Definition 2.3 [9] Let 𝐴 𝑎  be an 𝑛 𝑛 matrix. The 𝑣𝑒𝑐𝑝 𝐴  is defined to be a column vector consisting of the lower 

triangular elements of 𝐴, it is given as 

𝑣𝑒𝑐𝑝 𝐴 𝑎 , 𝑎 , … , 𝑎 , 𝑎 , 𝑎 , … , 𝑎 , 𝑎 , 𝑎 , … , 𝑎 , … , 𝑎 , . 

For example, for 𝑛 3, 

𝑣𝑒𝑐𝑝 𝐴 𝑎 , 𝑎 , 𝑎 , 𝑎 , 𝑎 , 𝑎 . 

 

Let 𝑆   denote the set of all permutations of the 𝑛 element set 𝑛 ≔ 1,2, … , 𝑛 .  A permutation is a one-to-one function 
from 𝑛  onto 𝑛 .  The permutation of finite sets is usually given by listing each domain element and its corresponding functional 
value.  For example, we define a permutation 𝜎 of the set 𝑛 ≔ 1,2,3,4,5,6  by specifying 𝜎 1 5, 𝜎 2 3, 𝜎 3 1, 
𝜎 4 6, 𝜎 5 2, 𝜎 6 4. A more convenient way to express this correspondence is to write 𝜎 in array form as 

                                                        𝜎 1
5

  2
3

  3
1

  4
6

  5
2

  6
4

                                 (2.1) 

 

There is another notation commonly used to specify permutation.  It is called cycle notation.  For example, permutation in (2.1) 
can be written as  𝜎 1  5  2  3 4  6 .  For detail, see [12]. 

  

If 𝜎 is a permutation, we have the identity matrix as follows: 

 

Definition 2.4 [13] Let 𝜎 be a permutation in 𝑆 .  Define the permutation matrix  𝑃 𝜎 𝛿 ,  , 𝛿 , 𝑒𝑛𝑡𝑟𝑦 , 𝑃 𝜎  

where 

𝛿 ,
1  if  𝑖 𝜎 𝑗
0  if  𝑖 𝜎 𝑗

     

 

Example 2.1  Let  𝑛 ≔ 1,2,3  and 𝜎 1 2 3 . 

𝑃 123 𝛿 ,   and 𝛿 ,
1  if  𝑖 𝜎 𝑗
0  if  𝑖 𝜎 𝑗    

 ( 1 to 2; 2 to 3; 3 to 1;   𝜎 1 2, 𝜎 2 3,  𝜎 3 1) 

𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 0 (𝜎 1 2); 𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 0 (𝜎 2 3); 𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 1 (𝜎 3 1); 

𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 1 (𝜎 1 2); 𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 0 (𝜎 2 3); 𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 0 (𝜎 3 1); 

𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 0 (𝜎 1 2); 𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 1 (𝜎 2 3); 𝑒𝑛𝑡 𝑃 𝜎 𝛿 , 0 (𝜎 3 1). 
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So we have 𝑃 123
𝛿 𝛿 𝛿
𝛿 𝛿 𝛿
𝛿 𝛿 𝛿

0 0 1
1 0 0
0 1 0

. 

 

We present definitions of inversion on permutation and elementary product. 

 

Definition 2.5 [14] Inversion is the occurrence of a larger integer preceding a smaller integer, while the number of inversions is 
the total number of integers preceded by a smaller integer in each inversion in the order of the permutations. 

 

Definition 2.6 [14] If the number of inversions of a permutation is an even number then it is said to be an even permutation, and 
if it is an odd number, then it is said to be an odd permutation. 

 

Definition 2.7 [14] Let 𝐴 be an 𝑛 𝑛 matrix. The elementary product of 𝐴 is the product of n elements from 𝐴 without taking 
elements from the same row or column, while the signed elementary product of 𝐴 is the elementary product which is marked 1  
if the permutation is even and  1  if the permutation is odd. 

 

We also present the definition of the orthogonal matrix and the relationship between the permutation matrix and the 
orthogonal matrix. 

Definition 2.8 [8] An 𝑚 𝑚 matrix 𝑃 whose columns form an orthonormal set of vectors is called an orthogonal matrix. It 
immediately follows that 𝑃 𝑃 𝑃𝑃 𝐼 . 

 

Theorem 2.1 [8] Let 𝑃 be 𝑚 𝑚 orthogonal matrix. Then |𝑃| 1, so that 𝑃 is nonsingular. Consequently, 𝑃 𝑃 . 

 

Theorem 2.2 [11] Every permutation matrix is an orthogonal matrix. 

 

III. Results and Discussion 

The aim of this paper to introduce new operator like 𝑣𝑒𝑐ℎ and 𝑣𝑒𝑐𝑝 and we called the operator with 𝑣𝑒𝑐ℎ∗ and 𝑣𝑒𝑐𝑝∗, 
and then to presented the relationship between 𝑣𝑒𝑐ℎ∗ and 𝑣𝑒𝑐𝑝∗. 

Definition 3.1 Let 𝐴 𝑎  be an 𝑛 𝑛 matrix. The 𝑣𝑒𝑐ℎ∗ 𝐴  is the 𝑛 𝑛 1 1 vector that is obtained from 𝑣𝑒𝑐 𝐴  by 

eliminating all below main diagonal elements of 𝐴, i.e.: 

𝑣𝑒𝑐ℎ∗ 𝐴 𝑎 , 𝑎 , 𝑎 , 𝑎 , 𝑎 , 𝑎 , … , 𝑎 , 𝑎 , … , 𝑎 . 

Definition 3.2 Let 𝐴 𝑎  be an 𝑛 𝑛 matrix. The 𝑣𝑒𝑐𝑝∗ 𝐴  is the 𝑛 𝑛 1 1 vector that stacks the main diagonal 

elements and then the supra-diagonal elements in order of the first column to the last column of 𝐴, i.e.: 

𝑣𝑒𝑐𝑝∗ 𝐴 𝑎 , 𝑎 , 𝑎 , … , 𝑎 , 𝑎 , 𝑎 , 𝑎 , … , 𝑎 , … , 𝑎 , . 

Example 3.1 Suppose given a matrix 𝐴 of size 4 4 as follows: 



On The Relationship Between The Matrix Operators of vech* and vecp*  
 

 
 
Vol. 38 No. 1 April 2023                ISSN: 2509-0119 8 

𝐴

2
1
5
1

    

0
8
8
9

    

1
3
3
4

    

8
2
6
7

 

Then  

 
𝑣𝑒𝑐ℎ∗ 𝐴 2, 0, 8, 1, 3, 3, 8, 2, 6, 7  and 𝑣𝑒𝑐𝑝∗ 𝐴 2, 8, 3, 7, 0, 1, 3, 8, 2, 6 . 

 

Let 𝐴 be an 𝑛 𝑛 matrix.  In [9], it is stated that there is an 𝑛 𝑛  matrix 𝐵  that transforms 𝑣𝑒𝑐ℎ 𝐴  to 𝑣𝑒𝑐𝑝 𝐴 , i.e: 

𝐵 𝑣𝑒𝑐ℎ 𝐴 𝑣𝑒𝑐𝑝 𝐴 . In this paper, will construct a matrix similar to 𝐵 , symbolized by 𝐵
∗
, which transforms 𝑣𝑒𝑐ℎ∗ 𝐴  to 

𝑣𝑒𝑐𝑝∗ 𝐴 , i.e., 𝐵
∗
𝑣𝑒𝑐ℎ∗ 𝐴 𝑣𝑒𝑐𝑝∗ 𝐴 .  The 𝐵

∗
 matrix to be constructed for 𝑛 2, 3, 4, 5, 6. 

 

a. For 𝑛 2.  Let  𝐴
𝑎 𝑎
𝑎 𝑎 , and we have 𝐵

∗
1 0 0
0 0 1
0 1 0

, i.e.: 

 
1 0 0
0 0 1
0 1 0

𝑣𝑒𝑐ℎ∗ 𝐴
1 0 0
0 0 1
0 1 0

𝑎 , 𝑎 , 𝑎 𝑎 , 𝑎 , 𝑎 𝑣𝑒𝑐𝑝∗ 𝐴  

b. For 𝑛 3.  Let 𝐴
𝑎 𝑎 𝑎
𝑎 𝑎 𝑎
𝑎 𝑎 𝑎

, and we have 𝐵
∗

⎝

⎜⎜
⎛

1
0
0
0
0
0

   

0
0
0
1
0
0

   

0
1
0
0
0
0

   

0
0
0
0
1
0

   

0
0
0
0
0
1

   

0
0
1
0
0
0⎠

⎟⎟
⎞

, i.e.: 

⎝

⎜⎜
⎛

1
0
0
0
0
0

   

0
0
0
1
0
0

   

0
1
0
0
0
0

   

0
0
0
0
1
0

   

0
0
0
0
0
1

   

0
0
1
0
0
0⎠

⎟⎟
⎞

𝑣𝑒𝑐ℎ∗ 𝐴

⎝

⎜⎜
⎛

1
0
0
0
0
0

   

0
0
0
1
0
0

   

0
1
0
0
0
0

   

0
0
0
0
1
0

   

0
0
0
0
0
1

   

0
0
1
0
0
0⎠

⎟⎟
⎞

⎝

⎜
⎛

𝑎
𝑎
𝑎
𝑎
𝑎
𝑎 ⎠

⎟
⎞

⎝

⎜
⎛

𝑎
𝑎
𝑎
𝑎
𝑎
𝑎 ⎠

⎟
⎞

𝑣𝑒𝑐𝑝∗ 𝐴   

c. For 𝑛 4.  Let 𝐴

𝑎
𝑎
𝑎
𝑎

   

𝑎
𝑎
𝑎
𝑎

   

𝑎
𝑎
𝑎
𝑎

   

𝑎
𝑎
𝑎
𝑎

, and we have 𝐵
∗

⎝

⎜
⎜
⎜
⎜
⎜
⎛

1
0
0
0
0
0
0
0
0
0

   

0
0
0
0
1
0
0
0
0
0

   

0
1
0
0
0
0
0
0
0
0

   

0
0
0
0
0
1
0
0
0
0

   

0
0
0
0
0
0
1
0
0
0

   

0
0
1
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
1
0
0

   

0
0
0
0
0
0
0
0
1
0

   

0
0
0
0
0
0
0
0
0
1

   

0
0
0
1
0
0
0
0
0
0⎠

⎟
⎟
⎟
⎟
⎟
⎞

, i.e.:   

⎝

⎜
⎜
⎜
⎜
⎜
⎛

1
0
0
0
0
0
0
0
0
0

   

0
0
0
0
1
0
0
0
0
0

   

0
1
0
0
0
0
0
0
0
0

   

0
0
0
0
0
1
0
0
0
0

   

0
0
0
0
0
0
1
0
0
0

   

0
0
1
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
1
0
0

   

0
0
0
0
0
0
0
0
1
0

   

0
0
0
0
0
0
0
0
0
1

   

0
0
0
1
0
0
0
0
0
0⎠

⎟
⎟
⎟
⎟
⎟
⎞

𝑣𝑒𝑐ℎ∗ 𝐴

⎝

⎜
⎜
⎜
⎜
⎜
⎛

1
0
0
0
0
0
0
0
0
0

   

0
0
0
0
1
0
0
0
0
0

   

0
1
0
0
0
0
0
0
0
0

   

0
0
0
0
0
1
0
0
0
0

   

0
0
0
0
0
0
1
0
0
0

   

0
0
1
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
1
0
0

   

0
0
0
0
0
0
0
0
1
0

   

0
0
0
0
0
0
0
0
0
1

   

0
0
0
1
0
0
0
0
0
0⎠

⎟
⎟
⎟
⎟
⎟
⎞

⎝

⎜
⎜
⎜
⎜
⎜
⎛

𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎 ⎠

⎟
⎟
⎟
⎟
⎟
⎞

⎝

⎜
⎜
⎜
⎜
⎜
⎛

𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎
𝑎 ⎠

⎟
⎟
⎟
⎟
⎟
⎞

𝑣𝑒𝑐𝑝∗ 𝐴   
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d. For 𝑛 5.  Let 𝐴

⎝

⎜
⎛

𝑎
𝑎
𝑎
𝑎
𝑎

   

𝑎
𝑎
𝑎
𝑎
𝑎

   

𝑎
𝑎
𝑎
𝑎
𝑎

   

𝑎
𝑎
𝑎
𝑎
𝑎

   

𝑎
𝑎
𝑎
𝑎
𝑎 ⎠

⎟
⎞

, and we have 𝐵
∗

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

1
0
0
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
1
0
0
0
0
0
0
0
0
0

   

0
1
0
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
1
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
1
0
0
0
0
0
0
0

   

0
0
1
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
1
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
0
1
0
0
0
0

   

0
0
0
1
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
0
0
1
0
0
0

    

0
0
0
0
0
0
0
0
0
0
0
0
1
0
0

   

0
0
0
0
0
0
0
0
0
0
0
0
0
1
0

   

0
0
0
0
0
0
0
0
0
0
0
0
0
0
1

   

0
0
0
0
1
0
0
0
0
0
0
0
0
0
0⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

, 

i.e.: 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

1
0
0
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
1
0
0
0
0
0
0
0
0
0

   

0
1
0
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
1
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
1
0
0
0
0
0
0
0

   

0
0
1
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
1
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
0
1
0
0
0
0

   

0
0
0
1
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
0
0
1
0
0
0

    

0
0
0
0
0
0
0
0
0
0
0
0
1
0
0

   

0
0
0
0
0
0
0
0
0
0
0
0
0
1
0

   

0
0
0
0
0
0
0
0
0
0
0
0
0
0
1

   

0
0
0
0
1
0
0
0
0
0
0
0
0
0
0⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎞

𝑣𝑒𝑐ℎ∗ 𝐴

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎛

1
0
0
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
1
0
0
0
0
0
0
0
0
0

   

0
1
0
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
1
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
1
0
0
0
0
0
0
0

   

0
0
1
0
0
0
0
0
0
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
1
0
0
0
0
0

   

0
0
0
0
0
0
0
0
0
0
1
0
0
0
0

   

0
0
0
1
0
0
0
0
0
0
0
0
0
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 Consider that for 𝑛 2, size of  𝐵
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 is 3 3, for 𝑛 3, 𝐵

∗
is 6 6, for 𝑛 4, 𝐵

∗
 is 10 10, for 𝑛 5, 𝐵

∗
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15 15,  and for 𝑛 6, 𝐵
∗
 is 21 21.  Based on this, we have the size of  𝐵

∗
, 𝑛 2, 3, 4, 5, 6 is  (This can be 

proven by mathematical induction). 
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Next, the properties associated with 𝐵
∗
, 𝑛 2, 3, 4, 5, 6 are as follows: 

Theorem 3.1 The 𝐵
∗
, 𝑛 2, 3, 4, 5, 6 is a permutation matrix. 

Proof.  Based on Definitions 2.4 and 3.3, the 𝐵
∗
, 𝑛 2, 3, 4, 5, 6  is a permutation matrix. 

∎ 

Corollary 3.1  The 𝐵
∗
, 𝑛 2, 3, 4, 5,6 is an orthogonal matrix. 

Proof.  Based on Theorem 3.1 obtained that 𝐵
∗
, 𝑛 2, 3, 4, 5, 6 is a permutation matrix.  Then based on Theorem 2.2, the 

𝐵
∗
, 𝑛 2, 3, 4, 5,6 is an orthogonal matrix.   

∎ 

Theorem 3.2 Let 𝐵∗  be a matrix that transforms 𝑣𝑒𝑐ℎ∗ 𝐴  to 𝑣𝑒𝑐𝑝∗ 𝐴 .  Then 

(a) 𝑡𝑟 𝐵
∗

1 for 𝑛 2, 3, 4, 5, 6 

(b) 𝐵
∗ 1,

1,
𝑖𝑓 𝑛 2,6

𝑖𝑓 𝑛 3,4,5 

Proof.  (a) It is shown that 𝐵
∗
 is a matrix in which the element 1 is always located on the main diagonal in the first row and 

column, while the main diagonal in the other rows and columns contain the element 0.  Since a trace is the sum of the entries on 

the main diagonal, then 𝑡𝑟 𝐵
∗

1. (b)  Based on Cororllary 3.1 obtained 𝐵
∗

𝐵
∗

𝐵
∗

𝐵
∗

𝐼 , so 

𝐵
∗

𝐵
∗

𝐼  or 𝐵
∗

𝐵
∗

𝐼 .  Since 𝐵
∗

𝐵
∗

, and we have 𝐵
∗

𝐼 .  Therefore, 

𝐵
∗

1 or 𝐵
∗

1.   

Let 𝜎  be a permutation in 𝐵
∗
, 𝑛 2, 3, 4, 5, 6. By using Definition 2.4, we have 

- For 𝑛 2,  𝜎 1 2 3
1 3 2

,  

- For 𝑛 3,  𝜎 1 2 3
1 4 2

    4 5 6
5 6 3

 

- For 𝑛 4,  𝜎 1 2 3
1 5 2

    4 5 6
6 7 3

    7 8 9
8 9 10

    10
4

,  
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- For  𝑛 5, 𝜎 1 2 3
1 6 2

    4 5 6
7 8 3

   7 8 9
9 10 11

     10 11 12
4 12 13

     13 14 15
14 15 5

, and  

- For 𝑛 6,  

𝜎 1 2 3
1 7 2

    4 5 6
8 9 3

   7 8 9
10 11 12

     10 11 12
4 13 14

     13 14 15
15 16 5

    16 17 18
17 18 19

    19 20 21
20 21 6

. 

Based on Definition 2.5, the number of inversions of 𝜎  is 1, 𝜎  is 4, 𝜎  is 10, 𝜎  is 20, and 𝜎  is 25.  Thus, based on 

Definitions 2.6 and 2.7, 𝜎  and 𝜎  are odd permutations, while 𝜎 , 𝜎 ,  and 𝜎  are even permutations so that 𝐵∗ 1 for 

𝑛 2,6, and 𝐵∗ 1 for 𝑛 3,4,5.  The proof is complete. 

Tapez une équation ici. 

IV. Conclusion 

This article provides new operators:i.e 𝑣𝑒𝑐ℎ∗ and 𝑣𝑒𝑐𝑝∗. In addition, it provides a definition and finds the properties of a matrix 
that transforms 𝑣𝑒𝑐ℎ∗ and 𝑣𝑒𝑐𝑝∗. 
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