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Abstract— Biometric recognition has shown their utility in different aspect including reducing search space significantly which has led 
to improve recognition performance, reduced computation time and faster processing time, a person is identified automatically by 
processing the unique features that are posed by the individual. The existing biometric systems recognize and accept a person, else 
simply reject a person if not enrolled, but these systems do not give software attributes of a person which is needed to search impostor 
as it has been observed in many occasions and especially in Nigeria that identification of an individual’s age and gender does not go 
beyond physical factors which in most cases can be manipulated or spoofed to carry out nefarious activities. This project focuses on 
developing an iris-based age and gender detection system for certain individuals to identify a person in real time. Left and right irises of 
190 subjects constituting 1,716 images were acquired and Five Hundred and Seventy (570) left Irises were normalized to a uniform size 
of 250 by 250 pixels. Three Hundred and Forty-Two (342) images were used for training while the remaining Two Hundred and 
Twenty-Eight (228) were used for testing. The acquired images were preprocessed by performing segmentation, filtering and 
normalization using Daugman’s Rubber Sheet Model. Deep learning pre-trained networks are adopted to extract features from iris 
images. Further, these features are trained and classified using the multi-class Support Vector Machines (SVM) model for performance 
evaluation of the system. The system was implemented in Matrix Laboratory 9.0 (R2016a). The performance of the system was 
evaluated using accuracy, precision, recall and False Positive Rate (FPR). The hypothesis stating ‘the iris has age, and gender-related 
information’ is proven correct from experimental results. The evaluation results showed that False Positive Rate, Recall, Precision and 
Accuracy of gender prediction were 2.19%, 92.31%, 96.55% and 95.62% respectively at 0.75 threshold while for age prediction, the best 
values were obtained at age group of 20-24 for FPR, Recall, Precision and Accuracy which were 5.61%, 94.37%, 96.18% and 94.38% 
respectively. The developed model gave good performance with high recognition accuracy, recall, precision and low FPR values. 
Therefore, the developed model can be used in all firms and industries where security and personal identification is desired for security 
purpose and in going through investigation of criminal records for detecting age and gender of individuals. 

Keywords—biometrics, iris, predictioin,  fingerprint, recognition, feature extraction. 
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I. INTRODUCTION 

Nowadays, biometric recognition is becoming one of the most promising and reliable way to authenticate the identity of a 
person. Biometric feature can serve as a kind of living passport or a living password that one need not remember but one always 
carried along. And iris-based identification has been receiving more and more attention since its emergence in 1992. 

Human iris is believed to present a lavish set of individual features, distinguishing even identical twins, Iris recognition is the 
process of recognizing a person by analysing the random pattern of the iris as shown in figure 1.1. The iris is a muscle within the 
eye that regulates the size of the pupil, controlling the amount of light that enters the eye. It is the coloured portion of the eye with 
colouring based on the amount of melatonin pigment within the muscle (Daugman, 1999). A good biometric feature should be:  

a. High uniquely: so, the chance of two people with the same feature will be very small 

b. Easily captured: should be convenient and should avoid intrusion to the users. 

c. Permanence: Characteristic should not change with time 

d. Collectability: Characteristic should be measured quantitatively 

Iris as a biometric feature can fulfill all the requirements mentioned above. 

Earlier, the personal identification of individuals was done through a secret password, encoded cards and personal 
identification number. The quest for a non-invasive method of identification leads to the ground breaking concept of iris 
recognition. It was first patented by US ophthalmologist (Flom and Safir, 1987). Later, an automated system for iris recognition 
was developed at Los Alamos National Laboratories (Johnson, 1991). Followed by it, Daugman and Wildes have worked 
independently and developed prototypes. Wildes (1997) has also discussed briefly on the emergence of this iris-based biometric 
technology. Based on the table of information furnished in (Nandakumar et. al., 2008), Iris seems to be a better biometric trait in 
terms of having less false rejection rate and false accept rate. 

Soft biometric attributes such as gender, age, ethnicity, weight, height, body mass index and so on need to be identified from 
biometrics data stored in a system. In iridology, the characteristics of the iris can be examined to determine the health status of the 
body parts. The diseases like blood pressure, diabetes and kidney problems, lung diseases, etc. can be diagnosed from human iris. 
Researchers also attempted to identify age and gender from the human iris. Estimating gender and age from human iris is a 
challenging task, but have applications in many fields like controlling the information content on media or internet based on age 
limit. Other applications include forensic sciences, law enforcement, security controls, demographic information collection, and 
real time electronic marketing, etc. It also helps to speed up the matching process if these attributes of a person are known. 

In the area of classification, Image classification is an important and challenging task in various application domains, 
including biomedical imaging, biometry, video surveillance, vehicle navigation, industrial visual inspection, and remote sensing. 
Age and gender classification from iris texture are also an active and expanding research area that has made use of these several 
image classification techniques. In natural science, few attempts have been made to perform automatic age and gender 
classification based on human images. But in Computer Science, age and gender classification makes use of different algorithms 
and it includes three basic modules: image pre-processing, feature extraction, and training.  

Specifically, in this paper we propose an approach to the age and gender prediction task which, while demonstrating the 
viability of iris-based age and gender prediction per se, also uses only simple geometric features extracted from iris images, and is 
thus fast and efficient in implementation in comparison with the previous study reported in (Sgroi et. al., 2013). 

II. LITERATURE REVIEW 

A. Biometric Technology  

A biometric system provides automatic recognition of an individual based on some sort of unique feature or characteristic 
possessed by the individual. Biometric systems have been developed based on fingerprints, facial features, voice, hand geometry, 
handwriting, the retina (Sanderson and Erbetta, 2000), and iris. Biometric systems work by first capturing a sample of the feature, 
such as recording a digital sound signal for voice recognition, or taking a digital colour image for face recognition. The sample is 
then transformed using some sort of mathematical function into a biometric template. The biometric template will provide a 
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normalised, efficient and highly discriminating representation of the feature, which can then be objectively compared with other 
templates in order to determine identity. Most biometric systems allow two modes of operation. An enrolment mode for adding 
templates to a database, and an identification mode, where a template is created for an individual and then a match is searched for 
in the database of pre-enrolled templates.  

This chapter dealt with distinctive research works, which has been completed in iris recognition field. Related works to subject 
under disclosure were reviewed in this chapter with a focus on the approach adopted, their strength and as well as noticeable 
drawbacks from such work. 

 Multi-Biometrics Involving the Iris 

The term “multi-biometric” is used to refer to techniques that use more than one biometric sample in making a decision. Often 
the samples are from different sites on the body; for example, iris and fingerprint. Also, they might be from different sensing 
modalities; for example, 3D and 2D. Or they might be repeated samples from the same sensor and site on the body. The 
motivation for multi-biometrics is to: 

i. increase the fraction of the population for which some usable sample can be obtained, and / or  

ii. increase recognition accuracy, and / or  

iii. make it more difficult to spoof a biometric system. 

In India’s Unique ID program (Ricanek, 2011) in many ways the most ambitious biometrics application in the world to date, 
iris and fingerprint are used primarily, it seems, to increase coverage of the population. 

Most multi-biometric work involving the iris has looked at combining iris with some other biometric site, rather than multiple 
sensing modalities for iris, or repeated iris samples. Papers have been published looking at almost any combination of iris and 
some other modality that one can imagine. Often the practical motivation for the particular pairing is not clear. The vast majority 
of this work has used chimera subjects; that is, virtual subjects created by pairing together biometric samples from already 
existing uni-modal datasets. For example, several papers use iris images from a CASIA dataset and face images from the ORL 
biometric datasets, to use datasets representing a much larger number of subjects and images than in the ORL face dataset or the 
CASIA v1 iris dataset, and to compare performance of the multi-biometric approach to performance of state-of-the art algorithms 
for the individual biometrics. In the summaries below, we have tried to explicitly note the few instances where the dataset used 
was not chimeric. 

Perhaps naturally, the largest cluster of papers in this area deals with the combination of face and iris. This group of 
publications is multi-biometric both in the sense of combining iris and face, and often also in the sense of using near infrared 
illumination (for iris) and visible light (for face). Gan and Liu (2009) applied a discrete wavelet transform to face and iris images, 
and use a kernel Fischer Discriminate analysis, with chimera subjects created from the ORL face database and (apparently) the 
CASIA v1 iris database. Liu et al. (2009) experimented with a 40-person chimera dataset made from ORL face images and 
CASIA iris images, with relatively low performance.  

Vatsa et al. (2009) considered approaches based on multiple iris samples. They use elements of belief function theory for iris-
based multi-biometrics and look at two scenarios: combining results from enrolling one iris with two images and combining 
results from the left and right iris each enrolled with one image.  

Baig et al. (2009) investigated iris and fingerprint fusion using the Masek algorithm and a SUNYBuffalo algorithm, 
respectively, experimenting on a West Virginia University dataset. It is noted that performance is relatively low, due to design for 
a “small memory footprint real time system”. Elmadani (2009) presented the “fingerIris” algorithm for combination of iris and 
fingerprint. The approach is evaluated on a true multibiometric dataset representing 200 individuals. The system gets 4 to 5 false 
reject and / or false accept results on this dataset, depending on the setting of the decision threshold. 

Wang et al. (2009) explored score-level fusion of iris matching and palm print matching using an apparently chimera dataset 
representing 100 persons.  

Hollingsworth et al. (2009) presented an approach that uses multiple iris samples taken using the same sensor, taking 
advantage of temporal continuity in an iris video to improve matching performance. They select multiple frames from an iris 
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video, unwrap the iris into polar form, and then average multiple frames together. They find that this image-level fusion yield 
better matching performance than previous multi-gallery score fusion methods. 

Zuo et al. (2010) investigated the possibility of matching between a visible-light image and a NIR image of the iris. They 
formulate a method to estimate the NIR iris image from a color image. It is claimed that this approach “achieves significantly high 
performance compared to the case when the same NIR image is matched against R (red) channel alone”. 

B. Iris Image Acquisition 

There are still major research issues in the area of iris image acquisition. One issue involves imaging the iris with a sensor 
system that allows the person to be more “at a distance” and “on the move”. Matey and Kennell (2009) presented a 
comprehensive tutorial on the issues involved in acquiring iris images at a distance of greater than one meter. The tutorial 
includes a partial list of commercial iris recognition devices released between 1995 and 2008 and a description of several 
successful applications of iris biometrics. The authors describe acquisition issues including the wavelength of light used, the type 
of light source, the amount of light reflected by the iris back to the sensor, required characteristics of the lens, signal to noise ratio, 
eye safety, and image quality. Capture volume, residence time, and sensitivity to subject motion are also discussed. 

Wheeler et al. (2008) described a prototype “stand-off” iris recognition system designed to work at sensor-to-subject distances 
of up to 1.5 m. The system uses two wide-field-of-view cameras to perform face location in the scene and an iris camera and 
illuminator to image the iris. Dong et al. (2009) discussed the design of a system to image the iris “at a distance”, allowing a 
standoff of 3 meters. Although current commercial iris biometrics systems all use near-infrared (NIR) illumination, and most 
research assumes NIR imaging similar to that used in current commercial sensors, (Proenca, 2009) argued for visible wavelength 
imaging as the more appropriate means to achieve “at a distance” and “on the move” imaging. Boddeti and Kumar (2010) 
investigated the use of wavefront-coded imagery for iris recognition. This topic has been discussed in the literature before, but 
Boddeti and Kumar use a larger data set and present experiments to evaluate how different parts of the recognition pipeline (e.g. 
segmentation, feature extraction) are affected by wavefront coding. They propose using unrestored image outputs from the 
wavefront-coded camera directly, and test this idea using two different recognition algorithms. They conclude that wavefront 
coding could help increase the depth of field of an iris recognition system by a factor of four, and that the recognition 
performance on unrestored images was only slightly worse than the performance on restored images. 

There is little published work dealing with imaging the iris under different wavelength illumination. Ross et al. (2009) looked 
at imaging the iris with illumination in the 950nm to 1650nm range, as opposed to the 700nm to 900nm range typically used in 
commercial systems. They suggest that it is possible to image different iris structure with different wavelength illumination, 
raising the possibility of multi-spectral matching as a means to increased recognition accuracy. Grabowski et al. (2009) described 
an approach to iris imaging that is meant to allow characterization of structures in the iris tissue over changes in pupil dilation. 

McCloskey et al. (2010) explored a technique termed “flutter shutter” as a means to acquire sharply-focused iris images from 
moving subjects. The idea is that the camera shutter “lutters” between open and closed while the sensor accumulates an image, 
from which an appropriately-designed deblurring algorithm can then recover an in-focus image. 

a)  Non-Ideal Images and Quality Metrics 

As mentioned earlier, one important current research emphasis is acquisition of images under less constrained conditions. As 
iris images are acquired under less constrained conditions, the issue of image quality becomes more important and complex. 
Another element of this is the design of algorithms meant to handle “non ideal” or “noisy” images. While it is not part of the 
image acquisition step per se, iris biometric systems typically evaluate the focus quality, and possibly other factors, of each 
candidate image in order to select usable images. Ren and Xie (2009) proposed approaches to evaluating image focus quality that 
involve finding the iris region before computing the focus value. While iris biometric systems select images based in part on focus 
quality, there are few publications dealing with deblurring of iris images. 

He et al. (2008) estimated the user distance from the sensor in order to estimate the appropriate point spread function (PSF) 
for image restoration. They measure the distance between two specular highlights on the iris. Using this information, plus 
knowledge about the positions of the two infrared LEDs, they get the user’s distance from the camera without using a special 
distance sensor. The knowledge of the distance from the sensor is used in estimating the PSF. 
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Kalka et al. (2010) investigated a number of image quality factors, including percent occlusion, defocus, motion blur, gaze 
deviation, amount of specular reflection on the iris, lighting variation on the iris, and total pixel count on the iris. In evaluating 
various data sets, they found that the ICE data had more defocused images, the WVU data had more lighting variation, and the 
CASIA data had more occlusion than the other sets. 

Proenca (2010) presented an approach to quality assessment of iris images acquired in the visible-light domain. Factors 
considered in the quality assessment include focus, motion, angle, occlusions, area, pupillary dilation and levels of iris 
pigmentation. The claim is that by using the output of the segmentation phase in each assessment, the method is able to handle 
severely degraded samples. 

b)  Image Compression 

Daugman and Downing (2008) presented a detailed study of the effects of compression of the original iris image on the 
performance of iris biometrics. They present schemes that combine isolation of the iris region with JPEG and JPEG 2000 
compression, evaluate their approach on images from the Iris Challenge Evaluation (ICE) 2005 dataset and conclude that it is 
“possible to compress iris images to as little as 2000 bytes with minimal impact on recognition performance.” 

Konrad et al. (2009) aimed to compress iris data without degrading matching results. They use JPEG compression on 
unwrapped polar iris images. They design and compare different quantization tables to use with the JPEG compression. Two of 
their tested Q-tables are designed to preserve more angular iris texture than radial iris texture (i.e. the horizontal texture in the 
unwrapped image). The other two Q- tables are derived from the first two through genetic optimization. There is no clear winner 
among their tested Q-tables, and they conclude that custom Q-tables for iris recognition should be optimized to a specific target 
bitrate for best performance. 

Hammerle-Uhl et al. (2009) used JPEG 2000 compression on original iris images. They aim to improve compression 
performance by using region-of-interest coding. They detect the iris using edge detection and a Hough transform, then set the ROI 
to the detected candidate circle with largest radius inside a certain allowed range. They compare compression with and without 
ROI coding and find that match scores improve and error rates decrease when using the ROI coding. 

C.  Iris Region Segmentation 

Publications related to segmenting the iris region constitute a significant fraction of the published work in iris biometrics. 
Many of these publications can be grouped as tackling similar versions of the traditional iris segmentation problem; e.g., given 
one still image, find the pupillary and limbic boundaries. However, there are also a variety of approaches being explored to find 
occlusion by specular highlights and eyelashes, to segment the iris using less-constrained boundaries, and to refine initial 
segmentation boundaries. 

Iris segmentation algorithms that assume circular boundaries for the iris region continue to appear in some conferences. 
Publications also continue to appear that propose iris segmentation techniques that are evaluated on the CASIA version 1 dataset. 
Again, we have chosen not to cover this subarea of work in this survey. The use of the CASIA v1 dataset to evaluate iris 
segmentation algorithms is inherently problematic, because the images have been edited to have a circular region of constant 
intensity value for the region of each Iris (Phillips et al., 2009). Therefore, any segmentation algorithm built around the 
assumption of a circular region of constant dark intensity value should naturally meet with great success on this dataset, even 
though these conditions are generally not present in the iris region of real images. 

A number of researchers have considered various approaches to segmenting the iris with boundaries not constrained to be 
circles. Wibowo and Maulana (2009) evaluated an approach using the CASIA v1 data and their own dataset of 30 visible-light iris 
images. Labati et al. (2009) proposed methods to find the pupil center and then to find the inner and outer iris boundaries, 
presenting experimental results on CASIA v3 and UBIRIS v2 images.  

Chen et al. (2009) considered an approach to segmenting the iris region under less constrained conditions, experimenting with 
the UBIRIS v2 visible-light iris image dataset, and placing in the top six in the NICE competition. Broussard and Ives train a 
neural net to classify pixels in an iris image as either being on an iris boundary or not, selecting the most useful eight features 
from a pool of 322 possible features. Subjective visual evaluation of results indicates improvement over methods that assume 
circular boundaries. Zuo and Schmid (2010) presented an approach to segmenting the iris using ellipses for the pupillary and the 
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limbic boundaries, with experiments on CASIA, ICE and WVU datasets. Pan et al. detect edge points using their method on 
CASIA v2 and CASIA v3 twin’s data sets.  

Roy and Bhattacharya (2009) suggested a segmentation method using geometric active contours. They apply opening 
operators to suppress interference from eyelashes. Next, they approximate elliptical boundaries for the pupil and limbic 
boundaries. They refine the detected boundary using geometric active contours (i.e., active contours implemented via level set) to 
a narrow band over the estimated boundary. They fit parabolic curves to the upper and lower eyelids. To isolate the eyelashes, 
they use 1D Gabor filters and variance of intensity. Roy and Bhattacharya also describe a level set style active contour method for 
finding the pupil and iris boundaries in non-ideal iris images, presenting results on the UBIRIS v2, ICE 2005 and WVU non-ideal 
iris datasets. 

He et al. (2008) acknowledged the difficulty of detecting and removing specular highlights in the iris image and present an 
interesting multi-sample approach to this problem. They assume that multiple images of the same iris are available, with the 
specular highlights appearing in different places on the iris in different images.  

Kalka et al. (2009) tackled the problem of predicting or detecting when iris segmentation has failed, with experiments on the 
WVU and ICE datasets, and on two iris segmentation algorithms. Proenca (2010) observed that images acquired in the visible 
wavelength in less-constrained environments tend to have noise that results in severely degraded images. Whereas many iris 
biometric segmentation algorithms key on the pupil to anchor the segmentation, he proposes to anchor the segmentation on the 
sclera as much more naturally distinguishable than any other part of the eye. The sclera also provides a useful constraint, in that it 
must be immediately adjacent on both sides of the iris. One of the differences in iris biometrics processing for visible-light versus 
near-IR images, is that the pupillary boundary tends to be more distinct in near-IR whereas the limbic boundary appears to be 
more distinct in visible light. 

Lee et al. (2009) described a way to locate and analyze eyes in the MBGC portal videos. They use the Viola-Jones detector 
that comes with OpenCV and is trained to detect eye pairs. They measure the edge density in an image to determine the focus 
level and select appropriate frames from the video. The Iris BEE algorithm is used for segmentation and feature extraction. Eyes 
from the MBGC porta videos are compared to higher-quality still iris images. The two-eye detection rate in the videos was 97.7%. 
The segmentation rate was 81.5%, and the matching rate was 56.1%. This matching rate is low compared to typical iris 
recognition systems, likely reflecting the low level of iris image quality in the MBGC portal videos. 

Thompson and Flynn (2010) presented a method of improving the recognition performance of iris biometrics by perturbing 
parameters of the iris segmentation. The perturbations generate a set of alternate segmentations, and so also alternate iris codes, 
which effectively result in an improved authentic distribution. 

D.  Feature Coding and Matching 

Performing texture analysis to produce a representation of the iris texture, and the matching of such representations, is at the 
core of any iris biometric system. A large fraction of the publications in iris biometrics deal with this area. It is not necessarily 
straightforward to organize these publications into well-defined and meaningful categories. Nevertheless, they are grouped here in 
a way intended to represent important common themes. 

a)  Experiments Using the CASIA v1 Dataset 

One cluster of publications compares different texture filter formulations and presents experimental results on the CASIA v1 
dataset. The issue with the CASIA v1 dataset that was mentioned earlier - artificial, circular, constant-intensity pupil regions - 
does not necessarily compromise the use of this dataset in evaluating the performance of algorithms for texture analysis and 
matching. However, the small size of the dataset and the many papers in the literature that report near-perfect performance on this 
dataset make it nearly impossible to use it to document a measurable improvement over the state of the art.  

Fatt et al. (2009) implemented a fairly typical 1D log-Gabor iris biometric system on a digital signal processor (DSP), and 
show results on CASIA v1 dataset. Showing the relative speed of software versus DSP implementations of an algorithm is an 
example of a context where using the CASIA v1 dataset may be reasonable. 
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b)  “Eigen-iris” Approaches 

One group of papers might be characterized, by analogy to “eigen-faces” in face recognition, as using an “eigen-iris” 
approach. Chowhan and Sihinde (2009) proposed using PCA for iris recognition, in an eigen-face style of approach. Moravec et 
al. (2009) also used a PCA-based approach, with color images of 128 irises. Chen et al. (2009) used 2D PCA and LDA, on 
UBIRIS images, showing an improvement over PCA or LDA alone. Eskandari and Toygar (2009) explored subpattern-based 
PCA and modular PCA, achieving performance up to 92% rank-one recognition on the CASIA v3 dataset. Erbilek and Toygar 
(2009) looked at recognition in the presence of occlusions, comparing holistic versus subpattern based approaches, using PCA 
and subspace LDA for iris matching, with experiments on the CASIA, UPOL and UBIRIS datasets. (Xu and Guo, 2009) proposed 
to extract iris features from the normalized iris image using a method that they call complete 2D PCA. 

c)  Alternative Texture Filter Formulations 

Many researchers have looked at different mathematical formulations of filters to use in analyzing the iris texture. Patil and 
Patilkulkarni (2009) used wavelet analysis to create a texture feature vector, with experiments on the CASIA v2 dataset. 
Velisavljevic (2009) experimented with the use of oriented separable wavelet transforms, or directionlets, using the CASIA v3 
dataset, and shows that they can give improved performance for a larger-size binary iris code.  

Al-Qunaieer and Ghouti (2009) used quaternion Log-Gabor filters to analyze the texture of images in the UBIRIS color image 
dataset. 

Bodade and Talbar (2009) used a rotated complex wavelet transform in matching iris textures, with experimental results on the 
UBIRIS dataset, but do not improve recognition performance over the Gabor wavelet. Tajbakhsh et al. (2009) use a 2D Discrete 
Wavelet Transform applied to overlapping 32x32 pixel blocks, and achieve 0.66% EER on the UBIRIS data. 

The motivation behind (Miyazawa’s, 2000) proposed method is that Daugman-like, feature-based iris recognition algorithms 
require many parameters, and that their proposed algorithm should be easier to train. For each comparison using the proposed 
method, they take two images and select a region that is unoccluded in both images. They take the Discrete Fourier Transform of 
both valid regions, then apply a phase-only correlation (POC) function. The POC function involves a difference between the 
phase components from both images. They use band-limited POC to avoid information from high-frequency noise. The proposed 
algorithm requires only two parameters: one representing the effective horizontal bandwidth for recognition, and the other 
representing the effective vertical bandwidth. They achieve better results using Phase Only Correlation than using Masek’s 1D 
Log-Gabor algorithm. 

d)  Alternative Methods of Texture Analysis 

Another group of papers explores texture representation and matching approaches that do not map directly to the typical 
texture filter framework. Gray level co-occurrence matrices (GLCM) can be used to describe texture in an image. A GLCM is 
formed by counting the co-occurrences of brightness values of pixel pairs in the image at a certain distance and direction. Chen et 
al. (2009) proposed a modified GLCM based on looking at triples of pixels instead of pairs. They call their modified method a 
“3D-GLCM”, and use it to describe the texture of iris images in the UBIRIS data set. Using equal error rate, the 2D-GLCM 
method performs better, but for a FAR of 0%, the 3D-GLCM performs better. 

Kannavara and Bourbakis (2009) explored using a local-global graph methodology to generate feature vectors, with 
experiments on color iris images. Sudha et al. (2009) computed a local partial Hausdorff distance based on comparing the edge 
detected images of two irises, obtaining 98% rank-one recognition on a UPOL dataset representing 128 irises. Kyaw (2009) 
explored using simple statistical features such as mean, median, mode and variance within concentric bands of the iris, but 
presents no experimental results.  

Mehrotra et al. (2009) used a Harris corner detector to find interest points, which are paired across images for matching. Tests 
on Bath, CASIA and IITK datasets indicate that this method does not perform as well as traditional iris code approaches. To avoid 
aliasing problems from “unwrapping” an iris image, he extracts features from the annular iris image. They use the SURF 
algorithm (Speeded up Robust Features) to identify rotation-invariant features, and report recognition accuracy above 97% on 
BATH, CASIA3, and IITK databases. 
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e)  Algorithms that Analyze the Iris in Parts 

Several researchers have proposed approaches that analyze the iris region in multiple parts and combine the results. One 
motivation for this type of approach is to reduce the impact of segmentation errors and noise in the imaging process. 

Adam et al. (2009) analyzed iris texture in eight sub-regions of the iris and fuse the distances from these local windows, with 
experiments on data from the CASIA v3 dataset. Bastys et al. (2009) divided the iris into sectors and calculate a set number of 
local extrema in each sector at a number of scales. They achieve perfect separation between genuine and impostor scores for 
CASIA v1 and CASIA v3 interval, an EER of 0.13% for the CASIA v2 data, and 0.25% for the ICE 2005 data. Eskandari and 
Toygar (2009) explored sub pattern-based PCA and modular PCA, achieving performance up to 92% rank-one recognition on the 
CASIA v3 dataset. Lin et al. (2009) divided the iris area into four local areas and the face into sixteen local areas in their approach 
to iris and face multi-biometrics. 

Campos et al. (2009) proposed an alternative method of feature extraction. They apply histogram equalization and binarization 
to the unwrapped iris image, and use a Self -Organizing Map neural network to divide the binary image into nodes. From the 
topological graph of the image, they compute corresponding Voronoi polygons. Next they calculate the mean, variance, and 
skewness of the image in each polygonal region. They achieve 99.87% correct recognition on the Bath University iris data.  

Don et al. (2010) presented what is termed a “personalized iris matching strategy”. A weight map is learned for the features in 
the image of each given iris, based on training images of that iris. This is conceptually similar to the “fragile bits” work of 
Hollingsworth. This approach is said to be especially useful in the case of poor-quality iris images. 

f)  Exploiting “Fragile” Bits in the Iris Code 

Hollingsworth et al. (2009) described the concept of “fragile bits” in the traditional Daugman-style iris code. Bits in the iris 
code can be fragile due essentially to random variation in the texture filter result, causing them to “flip” between 0 and 1. 
Recognition performance can be improved by masking an appropriate fraction of the most fragile bits. Dozier et al. (2009) used a 
genetic algorithm to evolve a mask for the iris code that best masks out the “fragile” iris code bits. Hollingsworth et al. (2009) 
described an approach to averaging the iris image through multiple frames of video, prior to generating the iris code, to improve 
recognition performance. This approach is effectively reducing the fragility of the bits in the iris code. Hollingsworth et al. also 
describe an approach to using the spatial coincidence of the fragile bits in the iris code to improve recognition performance. 

E.  Datasets and Evaluations 

Datasets and evaluations play a large role in biometrics research. The wide spread availability of common datasets has enabled 
many researchers to enter the field and demonstrate results whose relevance can be more easily understood due to the use of a 
known dataset. Evaluation programs have given researchers an idea about the current state of the art, and helped to focus and 
shape research to address the interests of sponsoring agencies. 

Proenca et al. (2010) described the UBIRIS v2 dataset of visible-light, color iris images, acquired with four to eight meters 
distance between subject and sensor, and with subjects in motion. The dataset represents 261 subjects, with over 11,000 iris 
images. The purpose of the dataset is to support research on visible-light iris images acquired under far from ideal imaging 
conditions.  

Johnson et al. (2010) described the “Q-FIRE” dataset of face and iris videos. These videos represent variations in focus blur, 
off-angle gaze and motion blurb, and are acquired at a range of 5 to 25 feet. This dataset is potentially useful for research in iris, 
face and multi-biometric face + iris. 

Fierrez et al. (2010) described a multi-biometrics dataset acquired as part of the BioSecurID project. The dataset represents 
400 persons, with biometric samples for speech, iris, face, handwriting, fingerprints, palmprint, hand contour geometry and 
keystroking. The iris images are acquired with an LG Iris Access EOU 3000, and include four samples per eye with subjects not 
wearing eyeglasses and the presence of contact lenses recorded.   

Phillips et al. (2009) described the data available in the Multiple Biometrics Grand Challenge (MBGC). The MBGC includes 
three different challenge problems, one of which involves iris recognition: The Portal Challenge Problem. The goal of the Portal 
Challenge 
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Problem is to recognize people from near-infrared and visible-light video as they walk through a portal.  

Newton and Phillips (2009) presented a meta-analysis of three iris biometric evaluations: The Independent Testing of Iris 
Recognition Technology performed by the International Biometric Group, the Iris Recognition Study 2006 conducted by 
Authenti-Corp, and the Iris Challenge Evaluation 2006 conducted by the National Institute of Standards and Technology. The 
meta-analysis looks at the variation across the three studies in the false non-match rates reported for a false match rate of 1 in 
1,000. 

F.  Structure and Features of Iris 

The iris is a slim, circular structure in the eye that lies between the cornea and the lens of the human eye. The function of iris 
is to control the diameter and size of the pupil and thus the amount of light reaching the retina (Irsch and Guyton, 2009). The 
average diameter of the iris is 12mm and the pupil dimension can vary from 10% to 80% of the iris diameter. The color and 
structure of two irises is genetically linked but the details of patterns are not. They have stable and unique features for personal 
identification. They are stable with age. The iris begins to form in the third month of gestation and the structures creating its 
pattern are largely complete by the eighth month, although pigment accretion can continue into the first postnatal years (Kronfeld, 
1962). Its complex pattern can contain many distinctive features such as arching ligaments, furrows, ridges, crypts, rings, corona, 
freckles, and a zigzag collaret (Muron and Pospisil, 2000). The iris is a unique that there are no two irises alike, even twins. These 
characteristics make it attractive for use as a biometric feature to identify individuals.  

G.  Iris Recognition 

The concept of iris recognition was first proposed by Dr. Frank Burch, 1939 who use iris patterns as a method to recognize an 
individual (individual biometric: iris scan, 2002). In 1985, Leonard Flom and Aran Safir proposed the concept that no two irises 
are alike, and awarded a patent for the iris identification concept in 1987 (individual biometric: iris scan, 2002). They approached 
John Daugman to develop an algorithm to automate identification of human iris. Since then a lot of work has been done in the 
field of iris recognition and usually recognition algorithms need a combination of various techniques. This work will review 
different substantial methods. 

In 1992, John Daugman was the first to develop the iris identification software. He proposed an Integra-differential operator 
that finds the circles in image where the intensity is changing most rapidly with respect to changes in the radius. Once located, the 
iris image is converted to a Cartesian form by projecting it to onto a dimensionless pseudo-polar coordinate system. The features 
of iris are encoded and a signature is created using a 2-D complex-valued Gabor filter, where the real and imaginary parts of each 
outcome are assigned a value of 0 or 1 according to whether they are negative or positive. Then the two images are said to be 
independent if their fractional Hamming distance (HD) is above a certain threshold, about .33. Otherwise, they are a match. 
Hamming distance (HD) equals number of mismatching bits divided by number of compared bits (Daugman, 1993) (Daugman, 
2004).  

Wildes et al. (1997) proposed recognition system consists of an image acquisition rig (low light video camera, lens, frame 
grabber, diffuse polarized illuminator, and reticle for operator positioning) interface to a Sun SPARC station20. This system apply 
Laplacian pyramid and hierarchical gradient-based image registration algorithm in pattern matching to grab the images of iris and 
make routine procedures of iris recognition system efficient. 

Demirel et al. (2008) proposed a system for colour iris image using KLD probability density function between input iris and 
the training set iris image by applying majority voting and feature vector fusion technique. Input iris image is segmented with the 
help of a manual binary mask with prior knowledge of the maximum and minimum radius of the iris present in the UPOL 
database. This system is said to have provided 98.44% recognition rate.  

Abiyev et al. (2008) simulated an iris recognition system using neural networks (NN). Pupil region is detected with the help of 
a 10x10 rectangular area technique and helps in detecting the iris inner circle. Linear Hough transform is used to remove the 
effect of eyelids and a thresholding technique is used to remove eyelashes and then the image is enhanced to improve the contrast 
and brightness. A gradient based learning model is used to classify the pattern which is proposed to provide higher accuracy rate 
of 99.25%. 
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Wang et al. (2012) designed a recognition system meant for noisy irises using Ad boost and multi orientation 2-d Gabor 
filters. Iris outer boundary is isolated using a binary segmentation mask. Noises are removed using Circular Gabor and upper and 
lower eyelids are detected and removed with the help of Random Sample Consensus (RANSAC) technique. Circular integro-
differential operator is used to isolate the pupillary boundary. Two types of images are said to be segmented, (i) Accurately 
Segmented (AS) iris and Inaccurately Segmented (IAS) iris. All the processing is performed separately hereafter for these two 
types of irises. Rubber sheet model is used to normalize the AS iris whereas a technique called Simplified Rubber sheet model is 
used for IAS iris.2-d Gabor filters are used to identify both the global and local texture information and then an Adaboost 
classifier is mused to perform the match score. Experimental results were tested in the database provided by NICE: II competition 
with 810 images and the system won 2nd place among all 67 participations. 

Zhou et al. (2013) proposed a new code matching technique. During segmentation stage following steps were followed: (i) to 
localize pupil boundary histogram analysis and morphological processing were performed, (ii) Outer boundary was considered to 
have twice the size of pupillary boundary and (iii) To detect and remove upper and lower eyelids, Canny edge operator followed 
by polynomial curve fitting algorithm were used. After segmenting the iris, it was unwrapped to a rectangular block of fixed size 
with the help of a convolution operator.1-d Log Gabor filter were applied to extract the texture information and were then store in 
a k-dimension tree structure. With the help of this k-d tree code matching was performed to find the similarity or dissimilarity 
match between any two codes. 

Song et al. (2014) proposed a method based on sparse error correction model, since the noise factors like eyelid and eyelash 
occlusion and specular and pupil reflections are mainly spatially localized. In this approach training sets of all iris images are 
considered as a dictionary used for the purpose of classification of simple test sample and finally converted to a huge size 
dictionary. To make this error correction model efficient, a K-SVD algorithm is implemented. It is proved that the dictionary 
when learned with help of this algorithm is said to have a better representation. To optimize the system further, three sub-optimal 
parameters were chosen and were applied to this algorithm and a final SEC –DKSVD training algorithm was implemented.  

Sun et al. (2014) provided an iris image classification framework based on texture information using a representation 
technique called Hierarchy Visual Codebook (HVC). HVC is based on two techniques called Vocabulary Tree (VT), and 
Locality-constrained Linear Coding (LLC), for representing iris textures sparsely. Experimental results show that this method 
helps in achieving better image classification for iris liveness detection, race classification, and coarse-to-fine iris identification 
methods. Gabor filter and ordinal filters are used to extract features from the segmented iris images. 

H.  Age and Gender Prediction 

Abbasi et al. (2013) critically evaluated iris biometric identification and verification methods. The authors notified that 
accuracy and performance can be achieved by eliminating inferiority images and using only the quality images and discussed that 
iris segmentation is a challenging task for off angle images especially noisy and blur images. Iris can be divided into numerous 
regions and verification of single region can identify individuals. Iris biometrics can be applied to identify soft biometric 
attributes of an individual such as gender and age group. 

a)  Age Prediction 

A more relevant and earlier analysis of ageing issues in iris biometrics, which can be found in (Fairhurst and Erbilek, 2011) 
showed that the physical ageing effects on iris are primarily the result of the physiology of pupil dilation mechanisms, with pupil 
dilation responsiveness decreasing with age. Hence, since pupil dilation is clearly related to the geometric appearance of the pupil 
and the iris, this suggests that geometric features of the iris may provide useful information for the age prediction task. 

Erbilek and Fairhurst (2012) from a different modality have investigated, analysed and documented the effects of different 
age-band assignment, in order to guide and enhance the management of age-related data and take a step towards the possibility of 
more objectively determining optimal age-bands which offer a greater possibility of minimising the sensitivity of a system which 
relies on such information. According to the results presented there, it is suggested that a structure which divides a test population 
into the three age bands defined by the boundaries ‘<25’, ’25-60’ and’>60’ is one which best reflects age-related trends and 
provides useful information to support both the analysis and practical management of age-related factors in iris-based biometric 
systems. 

 



Development Of Iris Based Age And Gender Detection System 
 

 
 
Vol. 34 No. 1 August 2022                ISSN: 2509-0119 59

b)  Gender Prediction 

Gender identity is a personal experience of one’s own gender. This is generally described as one's private sense of being a man 
or a woman, consisting primarily of the acceptance of membership into a category of people: male or female. All societies have a 
set of gender categories that can serve as the basis of the formation of a social identity in relation to other members of society. In 
most societies, there is a basic division between gender attributes assigned to males and females. In all societies, however, some 
individuals do not identify with some (or all) of the aspects of gender that are assigned to their biological sex (Carlson and Heth, 
2009). 

Gender recognition has found its strong applications in fields of authentication, search engine accuracy, demographic data 
collection, human computer interaction, access control and surveillance, involving frontal facial images. It can also be used as 
indexing technique to reduce the search space for automatic face recognition. The significance of Gender Recognition and its 
Classification has been recognized and greatly identified in the field of research and development since the inception of research 
work on this field at the beginning of 1990s.  

Golomb et al. (1990) initially used multi -layer neural network to generate a solution to the problem of gender classification. 
The facial image was manually aligned for the experimental purpose. Around 900 unit images were squeezed into 40 images on 
which the classification was performed. An error rate of 8.1% was reported. Chu et al. (2010) performed yet another experiment 
on the same problem by considering un-aligned face image, which uses only single face from which various poses were cropped 
and were combined into a set. The image set were converted into subspaces and correlation coefficient was used to generate the 
similarity between two subspaces. LU et al. (2009) detected different facial regions to accomplish the task of gender 
classification. Support Vector Machine (SVM) (Gregory and Viola, 2002) classifier was used on face images. They used CAS-
PEAL database consisting of grey scale images of size480 × 360. Grey scale image were transformed to a normalized whole face 
image and normalized internal face image. This method based on fusion of multiple facial regions was able to compensate for 
facial expressions and lead to better overall performance.  

III. RELATED WORKS 

Sudha et al. (2010) paper presented that the complete IRIS recognition system consists of an automatic segmentation system 
based on the Hough Transform, and is able to localize the circular IRIS and pupil region, occluding eyelids and eyelashes, and 
reflections. And (Shirke et al., 2012) show that the Levenstein distance has better discrimination in comparing IRIS codes than 
the Hamming Distance. But in our work, we are using bit pattern matching technique for matching the IRIS codes. So, our work is 
improving the previous work done in the IRIS recognition system and also our work shows how we can enhance the security of 
data by protecting with the unique IRIS code. 

Abbasi et al. (2013) critically evaluated iris biometric identification and verification methods. The authors notified that 
accuracy and performance can be achieved by eliminating inferiority images and using only the quality images and discussed that 
iris segmentation is a challenging task for off angle images especially noisy and blur images. Iris can be divided into numerous 
regions and verification of single region can identify individuals. Iris biometrics can be applied to identify soft biometric 
attributes of an individual such as gender, ethnicity and age group. 

Fenker et al. (2013) discussed methods to eliminate template aging and proposed that multiple iris images should be stored 
with different dilation value means. Another way is to utilize those sensors that control dilation value. To reduce template aging 
both aspects (i.e., algorithm for matching templates and sensor use for image acquisition) should be focused. 
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Table 1: A glance on different iris recognition techniques (Suleiman and Raghav, 2018) 

Key Technique Author Name Description Limitations 

Multimodel 
approach on iris 
recognition  

Gil Santos and 
Edmundo 
Hoyle (2012) 

New fusion of various iris recognition 
approaches has been suggested utilizing 
non-perfect visible-wavelength images 
caught in an unimpeded environment.  

Algorithm assessed utilizing noise-free 
iris images that doesn't give accurate 
outcomes.  

Tieniu et. al., 
(2012) 

A viable strategy for visible light iris 
image coordinating by utilizing different 
attributes of iris along with eye images 
proposed. 

Less efficient  

Feature 
Extraction  

Swathi et. al., 
(2015) 

Flexible Iris Recognition was proposed 
which used Random Transform and Top 
hat filtering. DWT+DCT were utilized 
for extracting the iris features.  

Computational time is high aimed at 
real time applications.  

Neural Network 
Approach  

Kamal et. al., 
(2016) 

A NN structure was proposed to upgrade 
iris recognition performance in noisy 
condition and furthermore to build the 
recognition rate  

Exact Computation time isn't assessed.  

Poornim et. 
al., (2010) 

Fast and Reliable NN structure was 
presented centered upon the minimum 
response time for iris localization. 

Integro-differential operator suffers 
from bright spots of the illumination 
interior to the pupil. 

Gabor and KNN 
for feature 
extraction and 
classification 

Aworinde and 
Onifade 
(2019) 

A soft computing model of soft 
biometric traits for sexual direction and 
ethnicity identification using Gabor 
KNN for feature extraction and 
classification 

The dataset used was quiet small to 
validate the assertion and the work 
adopted the appearance-based 
technique, putting just the ridge type 
and arrangements into consideration. 

 

Table 2: Summary of IRIS Recognition Techniques. 

Author 
Name 

Focus Area Technique Used Strength Weakness 

Lagree 
and 
Bowyer 
(2011) 

Ethnicity and 
gender 
prediction 
based on iris 
texture. 

Six filters are used to create 
feature vector. Mainly are spot 
and line detector, thick horizontal 
line, thin horizontal line, thick 
vertical lined and thin lines. 

Achieved 62 % accuracy in 
gender prediction with 
mixed ethnicity. 

No considerable 

Dissimilarity 
achieved with single 
ethnicity. 

Rose 
(2010) 

Ethnicity 
prediction 
based on iris 
texture. 

“Spot” and “line “detector filters 
are applied to build feature vector 

Higher accuracy (up to 
90.58%) obtained through 
SMO by using WEKA 

Demographic (local 
features) ethnicity 
has not been 
evaluated. 

Sgroi et. 
al. 
(2013) 

Prediction of 
age group from 
iris texture 

Nine filters are applied to get iris 
texture features 

Aging factor could be 
investigated 

Less accuracy level 
achieved from iris 
image. 

Xu. X  New approach Similarity between local & global Not Independent on Did not follow the 
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(2013) to iris 
recognition 

features of iris image normalization traditional 
recognition method 

Lagree 
and 
Bowye 
(2011) 

Demographic 
predictions 
from iris image 

Texture filters spot, Line and 
Laws structure are used to predict 
ethnicity and Gender 

Demographics attribute can 
search iris image by criteria, 
enhance ethnicity prediction 

Gender prediction 
seems less accurate 

Latinwo 
et. al. 
(2018) 

Iris Texture 
Analysis for 
Ethnicity 

Iris texture analysis for ethnicity 
classification using Self-
Organizing Feature Maps 

was carried out 

It has established the 
strength of 

SOFM. 

The research was 
not performed on a 
very large scale of 
data 

 

IV. METHODOLOGY 

A. Methods and Materials  

This work was conducted using Matlab. Iris recognition has to pass through the Image acquisition, segmentation technique 
and normalization technique to produce a template to measure the biometric system. Figure 1 shows the gender estimation 
processing.  

 

Figure 1: Gender estimation processing 

c)  Image Acquisition 

This step is one of the most important and deciding factors for obtaining a good result. The first phase of our method was 
collection a large database consisting of several iris images from various individuals. Images in the database was stored in bitmap 
format on the hard drive of the computer that was used to analyze them. The database was dynamic. The images were captured 
using a CMITECH IRIS Camera, which have a resolution of 512 dpi to create a meaningful detailed image as shown in figure 3.3. 
However, to capture the rich details of the iris patterns, a camera at a minimum image resolution of 70 pixels was used. Special 
cameras with an illumination of 70mm to 90mm wavelengths was used for imaging. Imaging was done with light reflecting at 
special angles depending on the wavelength so as to capture the rich patterns and striations.  



Development Of Iris Based Age And Gender Detection System 
 

 
 
Vol. 34 No. 1 August 2022                ISSN: 2509-0119 62

A good and clear image eliminates the process of noise removal and also helps in avoiding errors in calculation. In this case, 
computational errors are avoided due to absence of reflections, and because the images have been taken from close proximity. 
Infra-red light was used for illuminating the eye, and hence they do not involve any specular reflections. Some part of the 
computation which involves removal of errors due to reflections in the image were hence not implemented. 

d)  Segmentation  

In this work, we focus on the Hough Transform iris segmentation technique. In iris segmentation research, accurate 
boundaries are needed to normalize and match iris image with the database. 

 

Figure 2: Live Image Display – good eye positioning 

 

 

     Figure 3(a) Before        Figure 3(b) After 

Figure 3: Example image before and after apply segmentation technique of pupil and iris localization. 

e)  Image Normalization 

Once the iris region is segmented, the next stage is to normalize this part, to enable generation of the iris code and their 
comparisons. For normalization of iris regions, a technique based on Daugman’s rubber sheet model was employed. The centre of 
the pupil can be considered as the reference point, and radical vectors pass through the iris region. Virtual circles technique can 
also be employed.  

d) Feature Extraction 

Feature extraction is the most important and critical part of the iris recognition system. It is a process of reducing the amount 
of data required to describe a large set of information present in an iris pattern. The successful recognition rate and reduction of 
classification time of two iris templates mostly depend on efficient feature extraction technique. The features of the normalized 
iris template were extracted by applying Principal Component Analysis (PCA) and finding out the feature vector for each iris 
image. 

 e) Prediction 

 In order reliably to evaluate the performance of the classification task, we divide the available samples into person-
disjoint testing and training sets. Thus, samples from approximately 60% of the subjects are used as a training set and the 
remaining subjects’ samples are used as a testing set. 
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 f) Classification Using Support Vector Machines (SVMs) 

Support vector machines (SVMs) are a group of supervised classification algorithms that be modified to handle various data in 
order to achieve their aim to separate a binary class by using hyper plane with low misclassification rate. In this stage, multiclass 
support vector machine was used for matching on two phases (i.e. training phase and test phase).  

I.  Performance Evaluation 

 The performance evaluation was done using accuracy, precision, recall (Sensitivity) and false positive rate. There are 
only 4 cases which are; 

 True positive (TP): Prediction is positive and actual value is positive 

 True negative (TN): Prediction is negative and actual value is negative 

 False positive (FP): Prediction is positive but actual value is negative 

 False negative (FN): Prediction is negative but actual value is positive 

Accuracy = Number of correct Prediction (TP + TN)      X 100 

        Number of rows in data (TP + FP +FN + TN)    

Precision = Prediction actually positive (TP)       X 100 

                   Total prediction positive (TP + FP)     

Recall = Prediction actually positive (TP)                     X 100 

    Actual positive values in the dataset (TP + FN)    

False Positive Rate = Prediction not actually positive (FP)      X 100 

         Total prediction negative (FP + TN)    

V. RESULTS AND DISCUSSION  

A. Discussion of the Result of the Performance of the Developed Iris Based Age and Gender Detection system    

Left and right irises of 190 subjects were captured constituting 1,716 images using CMITECH Iris Camera from students of 
Ladoke Akintola University of Technology, Ogbomoso, Oyo State. Five Hundred and Seventy (570) left Irises were normalized 
to a uniform size of 250 by 250 pixels. Three Hundred and Forty-Two (342) irises were used for training while the remaining 
Two Hundred and Twenty-Eight (228) were used for testing. The iris captured were stored in gray scale format. The application 
captures the sex and age range. We trained and tested the iris images using MATLAB, figure 4.1 is an interface showing the iris-
based age and gender detection system during the implementation stage. Gabor filter algorithm was used due to its effectiveness 
in pattern recognition. Random sampling cross-validation method was used to test and train our model, where 60% of the data 
were used for training and 40% of the data were used for testing. We also tested the recognition accuracy, average recognition 
time of individual iris and performance evaluation of the system, and presented results using graphs and charts, showing the 
percentage of individual age and their corresponding gender. The performance on trained and tested irises was measured against 
recognition rate, total training time, false rejection rate and false acceptance rate. The parameters used to measure or evaluate the 
overall performance of the system are Accuracy, Precision, Recall and False Positive Rate. 

If an iris verified is present in a dataset, the result of the fingerprint recognition system is True Positive (TP). If an iris verified 
is absent in a dataset, the result of the iris recognition system is True Negative (TN). If the iris recognition system confirms the 
presence of a non-existing iris, the test result is False Positive (FP).  
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Figure 4.: Interface of the detection system during the implementation stage 

If the iris recognition system test suggests that an existing iris is absent in the dataset, the results is False Negative (FN). False 
Positive Rate (FPR): Proportion between FP and all affected iris images. Recall (Sensitivity) is the ability to identify presence of 
iris image in the created database, while precision is a valid choice of evaluation metric when we want to be very sure of our 
prediction.  

B.  Results for Age Prediction 

 Table 4.1 describes the result gotten by the iris experiment for predicting age of certain individuals at the age groups of 
15-19, 20-24 and 25-30.  The results obtained revealed that prediction of the age group 20-24 realized false positive rate of 
5.61%, recall of 94.37%, precision of 96.18% and accuracy of 94.38%. It also shows that the computation time ranges between 
24.92 to 39.59 seconds. Figure 4.2a and Figure 4.2b shows the scatter diagram of age measurement and age classification region 
respectively. 

C.  Results for Gender Prediction 

Table 3 presents performance evaluation based on false positive rate, recall, precision and accuracy which were analyzed at 
threshold values of 0.2, 0.4, 0.6 and 0.75. The results obtained from the table revealed that at threshold value of 0.75, the gender 
prediction had false positive rate of 2.19%, recall of 92.31%, precision of 96.55% and accuracy of 95.62% at15.21s. The 
computation time ranged between 15.21 seconds to 15.23 seconds. Figure 5a and Figure 5b shows the scatter diagram of gender 
measurement and gender classification region respectively. 

Table 3: Age prediction using iris 

TP FN FP TN FPR(%) RECALL(%) PREC(%) ACC(%) 
TIME 
(sec) 

Age-
Group 

128 10 6 78 7.14 92.75 95.52 92.79 24.92 15-19 

151 9 6 101 5.61 94.37 96.18 94.38 34.4 20-24 

33 11 6 31 16.21 75 84.62 79.01 39.59 25-30 
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Figure 5a: SVM scatter diagram of age measurements  Figure 5b: Scatter diagram for age classification regions 

Table 4: Gender prediction using iris 

TP FN FP TN FPR(%) RECALL(%) PREC(%) ACC(%) 
TIME 
(sec) Threshold 

87 4 9 128 6.57 95.60 90.63 94.29 15.23 0.2 

85 6 5 132 3.65 93.41 94.44 95.18 15.23 0.4 

84 7 4 133 2.92 92.72 95.45 95.30 15.22 0.6 

84 7 3 134 2.19 92.31 96.55 95.62 15.21 0.75 

 

 

Figure 6a: SVM scatter diagram of gender measurements Figure 6b: Scatter diagram for gender classification regions 

D. Discussion of Results 

The results obtained in Table 3 and Table 4 displayed the performance of the techniques employed in this research. The results 
showed that for gender prediction, there was significant variation in the performance metrics with increase in the threshold value 
and the best results were obtained at the threshold value of 0.75 across all metrics (False Positive Rate, Recall, Precision and 
Accuracy). Therefore, the performance of the developed technique is more dependent on the threshold value. Recognition 
accuracies coupled with False Positive Rate for gender prediction at 0.75 threshold values is 95.62% accuracy at 2.19% FPR. 
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Figure 6, 7, and 8, is a chart showing accuracy, precision, recall and FPR of age range prediction. Figure 9, 10, 11, 12 and 13 
presents the scatter plot metrics. 

The age group of 15-19 gave 92.79%, age group of 20-24 had 94.38% and age group of 25-30 gave 79.01% recognition 
accuracy. Age group of 20-24 has the best results across all metrics as it has the most data fed to the system to train with. 
Therefore, the more data used in training the system, the better the performance. 

Finally, the aforementioned results were determined based on the optimum threshold value which happened to be selected 
because of its outstanding performance compared to other threshold values. 

    

Figure 6: Chart showing Accuracy of age range prediction Figure 7: Chart showing Precision of age range prediction 

 

   

Figure 8: Chart showing Recall of age range prediction   Figure 9: Chart showing False Positive Rate (FPR) of age range 
prediction 

   

Figure 10: Graph showing Accuracy of gender prediction  Figure 11: Graph showing Precision of gender prediction 
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Figure 12: Graph showing Recall of gender prediction                 Figure 13: Graph showing False Positive Rate (FPR) of 
gender prediction 

VI. CONCLUSION AND RECOMMENDATION  

A. Conclusion 

Iris recognition has gained huge interest worldwide as an authentic biometric system because of its uniqueness. A collective 
idea of iris image recognition system is shared in this paper along with the virtues and shortcomings of some approaches for 
automating iris recognition. The system was divided into different subsystems, namely iris image acquisition, pre-processing, 
segmentation, normalization, feature extraction, feature selection and classification. It also highlights the significant contribution 
of researchers in signal and image processing techniques associated with these units of iris recognition systems.  

Biometric were captured using CMITECH Iris Camera from students of Ladoke Akintola University of Technology, 
Ogbomoso, Oyo State. The project substantiated that an individual person’s age and gender can be identified through Iris. This 
work developed a model that can predict and determine the age and gender of certain individuals in Nigeria using Iris and Matrix 
Laboratory (MATLAB) Software. The performance of the system was developed using metrics such as Accuracy, Precision and 
Recall. Age group of 20-24 has the best results across all metrics as it has the most data fed to the system to train with. Therefore, 
the more data used in training the system, the better the performance. The results showed that for gender prediction, there was 
significant variation in the performance metrics with increase in the threshold value and the best results were obtained at the 
threshold value of 0.75 across all metrics 

Implementing this approach will in no small measure enhance the effectiveness of security agencies in streamlining the search 
range of crime perpetrators at crime scenes especially in relation to their age and gender. With a high rate of insurgencies in the 
world, identifying individuals through inherent attributes (Biometrics) will prevent cases of wrongful arrest and tracking down of 
evildoers. This system will prevent cases of impersonation when it has to do with accessing some services meant for some 
particular group of people especially across age line when it borders on, for instance, Local Government Identification process, 
election activities, quota system when Federal character is being implemented for employment purposes and the likes. 

B. Recommendation 

Researchers in this line of research can further try some hybrid approaches to improve the performance of the iris recognition 
system in terms of both increasing accuracy and reducing computation. Deep learning techniques can also be employed for iris 
image-based biometric systems.  As single-core processors are getting upgraded to multi-core processors, researchers can also 
think on grabbing multiple iris images in a sequence and create techniques to improve the recognition rate. The segmentation in 
the presence of eyelid and eyelash is still challenging and can be worked upon to improve the automatic segmentation algorithm. 
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